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Computer Vision & Object Detection

Computer vision

"Teaching" the 
computer to "see"

Image classification

Object detection

Instance/Semantic 
segmentation

cat

dog

hippo

Image credits:
Detected-with-YOLO by MTheiler on Wikimedia Commons (CC-BY-SA)
MeningiomaMRISegmentation by Tatianakashunis on Wikimedia Commons (CC-BY-SA)

https://commons.wikimedia.org/wiki/File:Detected-with-YOLO--Schreibtisch-mit-Objekten.jpg
https://commons.wikimedia.org/wiki/File:MeningiomaMRISegmentation.png


Face recognition and 
detection (FD)

Face detection 
coarsely localize 

instances of (human) 
faces in images

Image credits:
Face detection, by Sylenius on Wikimedia Commons (CC-BY-SA)
The Alan Turing Institute, as adapted by the European Parliament's analysis on Facial Recognition regulation in the context of the "AI Act" (2023)

https://commons.wikimedia.org/wiki/File:Face_detection.jpg
https://zenodo.org/record/4050457#.YO2aECTisox


Face mask detection (FMD)

Coarse localization of 
faces

Identify whether mask is 
(not) worn

Image credit: modification of one picture from the 
“Face-Mask-Detection” dataset, provided with MIT license.

https://github.com/archie9211/Mask-Detection-Dataset


Why FMD? 

COVID19 pandemic

Face mask mandates

Need to dedicate 
personnel to check 

compliance 

Can use a computer 
program to check 
compliance in a 

(semi)automatic way



Our previous experience
«YOLO-based face mask detection 
on low-end device using pruning 

and quantization» [1]

Image by Herbfagus, CC-BY-SA 
4.0 
https://commons.wikimedia.org
/wiki/File:Raspberry_Pi_3_Model
_B.png

«Can we assess our model beyond 
speed of inference and predictive 

accuracy?»

Goal: produce a small model for 
running 24/7 on inexpensive 
hardware, focus not only on 

accuracy

Authors’ images used with consent of the people depicted. Pictures 
are not reusable.

https://commons.wikimedia.org/wiki/File:Raspberry_Pi_3_Model_B.png
https://commons.wikimedia.org/wiki/File:Raspberry_Pi_3_Model_B.png
https://commons.wikimedia.org/wiki/File:Raspberry_Pi_3_Model_B.png


Issues with FD (inspired from [3])

Different predictive accuracy across different demographic 
variables (protected attributes)

Fairness / Bias

Accuracy is only one side of the spectrum

What is an acceptable level of False Positives?

High FPs



Issues with FD (continued)

Datasets are often constructed without the express consent of 
the people depicted in them

Privacy

Some applications of FD are heavily restricted or banned under 
the new EU AI Act [2]



Bias in FDs

[4]

[5]

[6]

[7]

[8]



Which are the culprits?

Hand-crafted features Data

Image credits: Intersection over Union - object detection bounding boxes by Pmigdal 
on Wikimedia Commons (CC-BY-SA)

Image from Kadir, Kushsairy, et al. "A comparative study between LBP and Haar-like 
features for Face Detection using OpenCV." 2014 4th International conference on 
engineering technology and technopreneuship (ICE2T). IEEE, 2014.



Does it translate to FMD? We don't know...

[9] [10]



The setting
Survey publications introducing face mask detectors

Identify those with a publicly available implementation

Identify possible datasets for assessing demographic fairness

Carry out a statistically rigorous analysis of fairness

1

2

3



Survey publications introducing face mask 
detectors 

173 publications up to early 2023
15 claim free implementation

5 readily available

Reasons for rejection
• Parameters of models 

missing
• Link dead or repo empty
• Unspecified dependencies 

of software versions
• Requires additional data- or 

time-intensive setup
+1 non-published open-source 

face mask detector



The models



Identify possible datasets for assessing 
demographic fairness 

FairFace
Bias Aware Face Mask 

Detection Dataset (BAFMD) F2LA

Image credits:      Adaptation from [10]                                                               Adaptation from [11]                               Adaptation from [12]



Fairness [13]
Fairness >> Equal treatment >> Equal probabilities

Target variable

Prediction 

Protected attribute 

B
in

ar
y 

su
pp

or
t



Carry out a statistically rigorous analysis of 
fairness 

Evaluation of object detectors

False Positive

False Positive

False Negative

Don't care

«Localization 
error»

Image credit: modification of one picture from the 
“Face-Mask-Detection” dataset, provided with MIT license.

https://github.com/archie9211/Mask-Detection-Dataset


Indicators to study

Localization rate

True positive rate

True negative rate

correct

wrong

Image credits: [c], [d]: adaptations from the “Face-Mask-Detection” dataset, provided with MIT license. [e]: adaptation from [10], [g]: adaptation from [11]. Rest: own work

[b][a] [c]

[d] [e]

[f] [g]

https://github.com/archie9211/Mask-Detection-Dataset


Statistical analysis (frequentist)

Our indicator are rates

Difference in rates 
between two 

populations: is it 
significant?

Binomial A/B testing



Effect size

Quantifies magnitude of 
difference between 

groups

Cohen's h

h ~ 0.2

h ~ 0.5

h ~ 0.8

Small

Medium

Large



Comparison between more than 2 groups

One VS One

One VS Rest

A B C
A
B
C

Population \ group
A vs B & C
B vs A & C
C vs A & B



Results – FairFace - localization

Three models (FMD, 
Maskd, waittim) not 

working correctly
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Some differences are 
significant and effect size 

noticeable

Performance on rates 
seems good



Results – FairFace – True Negative Rate

MYTR – performance is 
terrible

Bias seems overall better 
w.r.t. localization

Three models (FMD, 
Maskd, waittim) not 

working correctly



Results - BAFMD
One model (waittim) not 

working correctly

Performance ranges a lot

Notable bias 
in some cases 
(exp. RHF for 

skin color)

Dataset size 
too small for 
in-depth eval



Wrapping up
Fairness in FMD algorithms for 

guaranteeing equal treatment in 
protected groups

FD algorithms have been 
proven to be biased exp. 

towards race, sex, age

Gather 6 (out of 170+ publications) open-source implementations of 
FMDs

Assess performance on localization and true positives/negatives rates 
across demographic variables on two datasets

Main 
results

Bias exists 
but not 

excessive

Performance range a 
lot, unacceptablee in 

many cases

Too few open 
implementations



Limitations & Future work

More data Extension of protocol 

Use Bayesian 
analysis 

instead of 
frequentist

Use library 
«Fairness360»

Check for 
combination 
of attributes

Datasets 
specific for 

FMD

Datasets 
designed for 
fairness test 

in FD

Artificially 
increase 

data using 
"Mask The 
Face" tool

Image credit: adapted from [14]
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Thanks for 
the 
attention!

      m.zullich@rug.nl

      www.zullich.it

      @marco_zul

Questions?


